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Abstract

The behavior of four coupled self-excited elastic beams is numerically studied using the finite-difference method.

Self-excitation is modeled by adding a van der Pol damping term. Coupling based on shared boundary conditions at the

roots of the beams is proposed, and the influence of the coupling on the dynamics is analyzed. Time and space correlation

coefficients are employed to measure the degree of synchronization among beams. Through the power spectral density,

multiple frequencies of the beam tip time series are determined, unveiling the complex nature of the beam motions. Finally,

the robustness of the proposed behavior to changes in fluid–structure interaction and the mass of the beams is determined.

r 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Failures of turbine blades are frequently observed in turbomachinery. There may be many different causes,
but an important one is fatigue by vibration [1–3]. Detailed experiments of blade vibration are quite
problematic given that installing sensors in compressors or turbine blades during operation is notoriously
difficult, and instruments may be intrusive and interfere with machine operation. Noncontact measurement
techniques have been proposed [4]; however, frequently they are very expensive or require long installation
times. Numerical studies also face considerable difficulties. Not only have many blades to be modeled and
computed, but also the fluid flow and its interaction with each one of the blades [5–8].

Unbalanced rotating shafts, such as turbines, that are connected to a common structure have been observed
to synchronize [9]. There also exists the definite possibility of the synchronization of the oscillations of turbine
blades fixed to a single shaft due to coupling through the fluid or the elasticity of the shaft. We know that a
single cantilever beam in the presence of cross-flow exhibits self-excited oscillations due to the interaction
between vortex shedding in the wake and the beam itself, so that the oscillations of a group of cantilever beams
coupled through a common base may synchronize too. Observation of this phenomenon has not been yet
reported, so that it is a strong and timely argument for making the present study.

Recently, the coupling behavior of a shaft–disk–blades system of rotating machinery has been analyzed [10].
The authors employ the energy approach and the assumed-modes method, and identify four types of coupling
ee front matter r 2009 Elsevier Ltd. All rights reserved.
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modes: shaft–blade, shaft–disk–blades, disk–blades, and blade–blade. They focus on the influence of disk
flexibility on coupled behavior and report that it strongly affects mode bifurcation and the transition between
modes. The collective behavior of vibrating blades have been reported using different techniques: Prony
spectral analysis [11], frequency domain with quasilinearization [12], blade-tip timing [13,14], large eddy
simulation with computational fluid dynamics [7], complex constraint method [15], linearized Euler analysis
[16], theory of beams [17], finite element [18], fluid–structure approach [19], and so on. Unfortunately, in all of
the above the issue of synchronization between blades is not addressed, though there is some recognition of
synchronization as a cause of rotating machinery malfunction, e.g. voltage flicker problems in wind farms [20].

Considerable progress has been made in the analysis of the synchronization of several, coupled single degree
of freedom systems. Woafo and collaborators have studied this problem in a series of papers [21–23]. They
looked at the synchronization of a ring of four identical van der Pol oscillators by linearization around the
unperturbed limit cycle, and the results have been experimentally corroborated. Also, synchronization of four
self-sustained quasilinear electromechanical devices was analyzed using the Floquet theory, though the results
are only valid for a small region of parameter space where the values of the self-exciting constants are near
zero. Synchronization of four van der Pol oscillators in the strongly nonlinear region has been addressed by
the present authors [24], where the existence of two regions with a multiplicity of periodic attractors is
reported; the size of these regions strongly depends on the values of the self-exciting and coupling constants.
Czolczynski and collaborators [25,26] have reported that chaotic and self-excited oscillators, coupled through
an elastic structure, may exhibit periodic full synchronization. The main difference with the present work lies
in that they studied the synchronization of oscillators that were of the single degree of freedom type, while
oscillators with infinite degrees of freedom are considered here. There are of course several differences when
dealing with systems with infinite degrees of freedom, such as the interaction between the modes not only
between oscillators but within an oscillator itself. In spite of that, there is much to be learned from the study of
finite degrees of freedom systems, and this work can be viewed as an extension of those [21–26].

Given the computational complexity of the complete problem, it is necessary to begin with some
simplifications. Let us ignore torsional oscillations and consider a number of cantilever beams exhibiting self-
excited bending oscillations due to the presence of cross-flow. Self-excitation can be modeled by a nonlinear
damping term in the beam equation to model the fluid–structure interaction. The flow around a cylinder is a
common situation in which a cantilevered cylinder, when submerged in a steady flow, begins to oscillate.
Strictly speaking, the Navier–Stokes equation should be used for the fluid in conjunction with the equations of
elasticity for the structure. We are looking here, however, for a simplified model which will have the elements
necessary for self-excitation of the beam, but not be very computationally demanding since a number of these
coupled oscillators have to be simultaneously computed. The model must, of necessity, be nonlinear since a
linear model can only respond to external excitation but cannot sustain self-excited oscillations. There are
many mathematical models of flow–structure interaction which leads to the self-excited oscillations of the
structure [27,28]. The van der Pol equation is one that has been used in the literature, though other
types of models have also been proposed. Bishop and Hassan [29] have suggested using a van der Pol type
oscillator to represent the time-varying forces on a cylinder due to vortex shedding. Lee and collaborators [30]
used it for the study of an aeroelastic system possessing limit cycle oscillations. Hartlen and Currie [31] also
introduced a van der Pol-based model that captures many of the features seen in experimental results, and
which has been subsequently modified and improved [32]. Though single elastic beams have been studied
extensively [33–43], nothing could be found on the coupled behavior of several beams. It is expected that
coupled self-excited beams present a wide variety of dynamic behavior, in part due to the distributed nature of
the beams.

Here the dynamic behavior of four self-excited elastic beams is numerically studied using the finite-
difference method. In practice, there may be more than four beams, but four were chosen for analysis because
this is the smallest number for which there is at least one beam that is not an immediate neighbor. The results
may generalize to a larger number of beams which will be considered for future work. Self-excitation is
modeled through a van der Pol term in the elastic beam equation. Coupling based on shared boundary
conditions at the roots of the beams is proposed, and the influence of the coupling on the dynamics is
analyzed. Time and space correlation coefficients are employed to measure the degree of synchronization
among beams. Through a power spectral density analysis, multiple frequencies of the beam tip time series are
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determined. The robustness of the proposed coupling to changes in the fluid–structure interaction and mass of
beams is studied by introducing detuning parameters in one beam.
2. Mathematical model

The governing equation for the transverse motion of a thin rod or beam of homogeneous section and
properties, as shown in Fig. 1, is [44]

q4y
qx4
þ

1

a2

q2y
qt2
¼ 0, (1)

with

a2 ¼
EI

rAc

, (2)

where x is the distance from the root, yðx; tÞ is the transverse displacement, t is the time, and E, I, r and Ac are
Young’s modulus, the moment of inertia, the mass density per unit volume, and the cross-sectional area of the
beam, respectively. Defining the nondimensional variables X ¼ x=L, Y ¼ y=L, t ¼ ta=L2, where L is the beam
length, one gets

qY 4

qX 4
þ

qY 2

qt2
¼ 0. (3)

To include the fluid–structure interaction, a van der Pol term

q4Y

qX 4
þ

q2Y
qt2
þ AðY 2 � 1Þ

qY

qt
¼ 0, (4)

the third from the left, is added to model the self-excited oscillations [29–31].
3. Coupling between beams

We will assume that there are four beams with transverse displacement Y iðX ; tÞ; i ¼ 1; . . . ; 4 so that for
each

q4Y i

qX 4
þ

q2Y i

qt2
þ AðY 2

i � 1Þ
qY i

qt
¼ 0. (5)

Several ways of coupling between the four beams can be considered. For example, coupling through the entire
length of the beams may be present for very large flow Reynolds numbers. For an arrangement such as that
shown in Fig. 2, coupling through the roots of the beams, corresponding to transmission of vibrations to the
nearest neighbors through the shaft, can be assumed. Each beam is subject to the boundary conditions [44]

Y i ¼ 0 at X ¼ 0, (6)

q2Y i

qX 2
¼ 0 at X ¼ 1, (7)
x

y (x,t)

Fig. 1. Geometry of single beam.
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Fig. 2. Four beams on same shaft.
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q3Y i

qX 3
¼ 0 at X ¼ 1. (8)

The remaining boundary condition for a single, uncoupled beam would be qY=qX ¼ 0 at X ¼ 0. Multiple

beams, however, are structurally coupled through the shaft to which they are fixed. Since the displacements are
zero at the bases of the beams, the coupling must be through the slopes of the beams at that point. The
simplest coupling can be assumed to be like a linear torsional spring so the slope at the base of a beam is
proportionately affected by its difference with respect to its neighbors. If two beams move together there is no
coupling, but if they do not then there is an effect that is proportional to the difference in slopes. Thus we have

Si ¼ KðSi�1 þ Siþ1Þ, (9)

where Si ¼ qY i=qX at X ¼ 0. i goes from 1 to 4 in the form of a ring. K is a constant that determines the
strength of the coupling; for K ¼ 0 the beams are uncoupled. The four conditions (9) should be linearly
independent. This can be checked by looking at linear system KS ¼ 0 constructed from Eq. (9), where
S ¼ ½S1 S2 S3 S4�

T and the coupling matrix K is given by

K ¼

1 �K 0 �K

�K 1 �K 0

0 �K 1 �K

�K 0 �K 1

2
6664

3
7775. (10)

It is seen that

detK ¼ 1� 4K2, (11)

so that K becomes singular for K ¼ 1
2
. The boundary conditions (9) are linearly independent for any other

value of K.
4. Numerical solution

The finite-difference method is a simple but powerful tool for solving linear and nonlinear partial
differential equations; it has been widely used in the past to solve vibration problems in beams and other
bodies [45–49]. In this method the partial derivatives and the boundary conditions are approximated by
difference equations, and the resulting simultaneous algebraic equations are numerically solved. The
discretization schemes suggested in Ref. [50] for the vibration of beams are applied in an explicit form.
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In order to assure stability and convergence in the numerical simulations, the following parameter values are
employed in the computer runs: spatial step DX ¼ 0:005, time step Dt ¼ 10�6.

Numerical simulations show that for K4 1
2
the coupled system becomes unstable, so that K 2 ½0; 1

2
Þ defines

the permitted range of values of the coupling constant. For this nonlinear problem, initial conditions play a
crucial role in determining the long-time solutions that are obtained since multiple attractors exist. The
transverse positions of the four coupled beams, Y iðX ; tÞ, are monitored both in space and time during the
computer runs. However, for simplicity the beam tip position is monitored for tracking purposes. This has
emerged as a promising method for the detection, measurement and analysis of blade vibrations in rotating
bladed assemblies in recent years [51]. In this context, a tracking point located in the tip of the beams is
monitored in time in order to characterize lowest-mode attractor corresponding to particular values of the
coupling constant and initial condition.

The time correlation coefficient Rt
ij [52] is employed to measure the strength and sign of the interdependence

between the ith and jth beams. The correlation coefficient indicates the magnitude and direction of a linear
relationship between two variables and is defined by

Rt
ij ¼

Efðxi � xiÞðxj � xjÞg

sisj

, (12)

where xi is the mean of the series xi, si is its standard deviation, and Ef g is the expected value. It is known that
Rt

ij 2 ½�1; 1�, and if the beams i and j have a strong positive correlation, Rt
ij is close to þ1, whereas for a strong

negative correlation Rt
ij is close to �1. Generally speaking, for our purposes if jRt

ijj40:8 the correlation is
considered strong, whereas for jRt

ijjo0:5 the correlation is weak; if 0:5pjRt
ijjp0:8 the correlation is judged as

average. In this way, Rt
ij is employed as a measure of the degree of time synchronization between two coupled

beams: Rt
ij ¼ þ1 indicates perfect in-phase synchronization, Rt

ij ¼ �1 is perfect anti-phase synchronization,
and Rt

ij ¼ 0 means complete desynchronization. Sometimes a subset of the four beams will behave in one way,
an effect that will be referred to here as clustering. A spatial correlation, Rx

ij , is also calculated.
The power spectral density is used to characterize the complex periodic behavior of the beam tip. It shows

how the power or energy of a time series is distributed with frequency, and is defined as the Fourier transform
of the autocorrelation sequence of the time series [53,54]. As is shown later, for small values of K a
quasiperiodic amplitude-modulated oscillation of the beam tips is obtained, in which case the power spectral
density is a very useful tool to find the frequencies of the main vibration modes of a particular attractor.

5. Results

Numerical simulation were carried out for A ¼ 5:0 and K ¼ 0:01; 0:1; 0:2; 0:3; 0:4; 0:45 using the initial
conditions shown in Table 1. In order to avoid transient effects and assure a steady dynamic response, the
integration time was taken to be 200 time units, which represents around 3500 cycles of the lowest detected
frequency. The beam position, Y iðX ; tÞ, and beam tip position, Y ið1; tÞ, were recorded at every 0.1 and 0.0001
time units, respectively.

For values of the coupling constant near zero the dynamic behavior of the beam tips is very complex, as can
be appreciated in Fig. 3 and Table 2 for K ¼ 0:01. In addition to the time and spatial correlation coefficients,
f i and Ai are the frequency and amplitude of the ith beam tip, respectively. When a value of f i is in italics, it
corresponds to the main frequency of a quasiperiodic attractor whose multiple frequencies were obtained
through the power spectrum. For IC1, Fig. 3(a) shows a perfect amplitude-modulated anti-phase cluster
Table 1

Initial conditions (IC) for numerical simulations.

IC Y 1 qY 1=qt Y 2 qY 2=qt Y 3 qY 3=qt Y 4 qY 4=qt

1 1 0 0 1 �1 1 1 1

2 1 1 1 0 �1 0 1 �1

3 2 0 �2 2 0 �3 4 �1

4 2 2 3 3 4 4 4 1
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Fig. 3. Time series of tip transverse positions for coupled beams with K ¼ 0:01 and initial condition 1 of Table 1. (a) Time lapse of 0.01;

(b) time lapse of 0.1. First beam: thick line; second beam: thin line; third beam: dotted line; fourth beam: dashed line.
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between the tips of the second and fourth beams with Rt
24 ¼ �1 and a main frequency of 2386.71Hz as shown

in Table 2. Fig. 3(b) exhibits the dynamic behavior of the first and third beam tips. In accordance to Table 2
the main frequency is 45.79Hz for both tips (the unit Hz is used in a nondimensional sense), but in this case
Rt

24 ¼ 0:6945, which suggests an average correlation rather than a strong one. This apparent discrepancy is
due to the presence of the frequency component 65.29Hz for the first beam, which prevents full
synchronization. The presence of multiple amplitudes corroborates too the complex nature of dynamic tip
behavior; for instance for IC1 the tips of the first and third beams exhibit two amplitudes, 1.36 and 1.28,
whereas the second and fourth beams have three different amplitudes, 0.60, 1.52 and 1.63.

Table 2 shows that for K ¼ 0:01 and IC2, Rt
13 ¼ �0:8693 and Rt

24 ¼ 0:9627; this implies a strong negative
correlation and a strong positive correlation between the tip movements of the first and third beams, and the
second and fourth beams, respectively. Numerical simulations show that time and spatial correlation
coefficients for the same beams do not always agree between them, i.e. for a given value and sign of the time
correlation coefficient for certain pair of beams it is not necessary that the spatial correlation coefficient be of
the same order of magnitude and sign. For instance, for IC2 Table 2 indicates that for the first and third beams
Rt

13 ¼ �0:8693, whereas Rx
13 ¼ 0:3943. This means that while the tips are in an anti-phase synchronization

state, the beam positions may present weak or null synchronization. For K ¼ 0:01 and IC3, Table 2 shows
that Rt

13 ¼ �0:9879, Rt
24 ¼ �0:9860, Rt

13 ¼ �0:9997 and Rx
24 ¼ �0:9573. This indicates the presence of two

clusters, one between the first and third beams, and another between the second and fourth beams; both
clusters exhibit strong anti-phase synchronization in time as well as space. Also, Rx

14 ¼ 0:9769 and Rx
23 ¼

0:8848 indicate strong positive spatial synchronization between first and fourth beams, and second and third
beams, respectively. All beams present two frequencies, 1185.69 and 4185.69Hz, and two amplitudes, the
1185.69Hz frequency being dominant with the highest power spectral value. From the four initial conditions
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Table 2

Parameters of attractors for initial conditions of Table 1, and K ¼ 0:01.

Parameter IC1 IC2 IC3 IC4

Rt
12 0.0000 �0.3383 �0.6151 0.6693

Rt
13 0.6945 �0.8693 �0.9879 �0.3800

Rt
14 0.0001 �0.1046 0.6320 0.0061

Rt
23 �0.0001 0.6318 0.6243 �0.8019

Rt
24 �1.0000 0.9627 �0.9860 �0.0079

Rt
34 0.0001 0.4388 �0.6387 0.0071

Rx
12 �0.0012 0.1999 �0.8735 �0.8295

Rx
13 0.5013 0.3943 �0.9997 �0.7066

Rx
14 0.0013 0.0478 0.9769 0.1705

Rx
23 �0.0018 0.9168 0.8848 0.2800

Rx
24 �1.0000 0.9737 �0.9573 �0.0740

Rx
34 0.0007 0.8131 �0.9817 �0.0234

f 1 45.79, 65.29 33.55 1185.69, 4185.69 41.47

f 2 2386.71, 2987.22 33.55 1185.69, 4185.69 41.47

f 3 45.79 33.55 1185.69, 4185.69 41.47

f 4 2386.71, 2987.22 33.55 1185.69, 4185.69 17.66

A1 1.36, 2.28 1.68, 2.46 1.62, 1.73 1.61, 2.25

A2 0.60, 1.52, 1.63 1.62, 2.46 1.62, 1.73 1.82, 2.17

A3 1.36, 2.28 1.67, 2.44 1.62, 1.73 1.82, 2.17

A4 0.60, 1.52, 1.63 1.69, 2.47 1.62, 1.73 2.42, 2.90

Frequency values in italics represent main frequency for those attractors with multiple periods.

Table 3

Parameters of attractors for initial conditions of Table 1, and K ¼ 0:4.

Parameter IC1 IC2 IC3 IC4

Rt
12 �0.0329 �0.8687 0.0143 0.6295

Rt
13 �0.9965 �0.8888 �0.0046 1.0000

Rt
14 0.0621 �0.8767 0.0101 0.6295

Rt
23 �0.0466 0.8988 �0.0115 0.6295

Rt
24 0.9950 0.9085 0.0064 1.0000

Rt
34 �0.1411 0.8861 0.0147 0.6295

Rx
12 0.8162 �0.9945 �0.1181 �0.7960

Rx
13 0.8547 0.8219 �0.9790 1.0000

Rx
14 0.8204 �0.9869 0.0814 �0.7960

Rx
23 0.9065 �0.8703 0.0837 �0.7960

Rx
24 0.9815 0.9777 �0.8862 1.0000

Rx
34 0.9664 �0.7722 �0.0508 �0.7960

f 1 17.66 32.38 17.66 46.89, 81.52, 285.82

f 2 17.66 32.38 27.55 46.89, 81.52, 285.82

f 3 17.66 32.38 17.66 46.89, 81.52, 285.82

f 4 17.66 32.96 27.55 46.89, 81.52, 285.82

A1 3.48 2.83 3.08 0.31, 3.57

A2 3.47 2.70 2.35 0.31, 3.61

A3 3.50 2.44 3.08 0.31, 3.57

A4 3.47 2.72 2.34 0.31, 3.61

Frequency values in italics represent main frequency for those attractors with multiple periods.
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considered, it is IC3 which, in accordance to Table 2, gives the highest absolute values of the spatial
correlation coefficients in spite of the small value of the coupling constant. For K ¼ 0:01 and IC4, just two
values of the correlation coefficients in Table 2 indicate significant synchronization: Rt

23 ¼ �0:8019 and
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Rx
12 ¼ �0:8295; the first one implies a strong time anti-phase synchronization between the second and third

beams, and the second a strong spatial anti-phase synchronization between the first and second beams.
Table 3 summarizes the results for K ¼ 0:4. In Fig. 4 the time series of the beam tips for K ¼ 0:4 and IC1 are

shown. A cluster in anti-phase synchronization is observed between the tip movements of the first and third
beams, and another in in-phase synchronization is appreciated between the tip movements of the second and
fourth beams. This is corroborated through the values of the corresponding time correlation coefficients,
Rt

13 ¼ �0:9965 and Rt
24 ¼ 0:9950, shown in Table 3. Both clusters have 901 phase-shift between them. For

K ¼ 0:4, IC2 gives a strong correlation, positive or negative, between all beams, with the exception of the
average negative spatial correlation between third and fourth beams indicated by Rx

34 ¼ �0:7722. In
accordance to Table 3, IC3 yields just two significant correlation coefficients: Rx

13 ¼ �0:9790 and
Rx

24 ¼ �0:8862; these values suggest strong negative correlations, or significant anti-phase synchronization,
between the first and third beams, and the second and fourth beams, respectively. For K ¼ 0:4 and IC4, the
values Rx

13 ¼ Rt
13 ¼ 1 indicate perfect in-phase synchronization, both in time and space, between first and third

beams. However, among the four initial conditions considered for K ¼ 0:4, it is IC4 which yields an attractor
with multiple frequencies and amplitudes. In this case it is the frequency of 285.82Hz which is the highest and
the dominant frequency of the attractor.

The power spectral densities for the position of the first beam tip using IC1 for the values of the coupling
constant considered are shown in Fig. 5. Two or more significant power peaks are observed for Kp0:3 in
Fig. 5(a)–(d). Each peak corresponds to a component frequency, and the highest peak represents the main or
dominant frequency. The case of K ¼ 0:1 presents the higher number of frequencies. One can note that as K is
increased, the multiplicity of peaks in the spectrum tends to disappear. This means that the tip movements
become less complex, with just a single frequency and a single amplitude, as can be verified comparing Tables 2
and 3. It can also be observed that the frequency associated with the highest peak of the power spectrum
tends to decrease for Kp0:3; therefore the main frequency of each tip attractor decreases too, as in Fig. 6. This
figure also shows a significant increment in the main frequency of the beam tip attractors for K ¼ 0:4 for first,
third and fourth beams. For the second beam the increment in frequency occurs for K ¼ 0:2. With the
exception of the second beam, the frequency decreases for K40:4, may be due to the fact that the coupling
constant is approaching its critical value of K ¼ 1

2
at which the coupling matrix K becomes singular.

6. Robustness

It is interesting to study the robustness of the coupled beam behavior to perturbations in the fluid–structure
interaction and the mass of the beams. In this work the fluid–structure interaction is modeled through a
damping term of the van der Pol type with a certain constant. Given that beam density is included in the a2 of
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Eq. (2), beam mass can be modeled through the coefficient of the second-order time derivative of Eq. (5). With
this in mind, it is possible to rewrite it as

q4Y i

qX 4
þ Ci

q2Y i

qt2
þ A�i ðY

2
i � 1Þ

qY i

qt
¼ 0. (13)
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In the computer simulations only the first beam is perturbed, so that C1 ¼ 1þ hm, and A�1 ¼ Að1þ hf Þ, where
hm and hf are the mass and the fluid–structure detuning parameters, respectively. Using K ¼ 0:4 and IC1 as
the reference state, Table 3 shows that this combination of coupling constant and initial condition gives
Rx

13 ¼ 0:8547, the spatial correlation coefficient between the first and third beams. Fig. 7 shows the influence of
the fluid–structure detuning parameter on Rx

13. A narrow band of robustness can be appreciated for
hf 2 ½0; 0:1�; in this region synchronization between first and third beams is preserved. For hf 2 ½0:2; 0:4�
in-phase synchronization becomes anti-phase synchronization, as is suggested by values of Rx

13 around �1.
For hf 2 ½�0:5;�0:1� a transition region is present in which the coupling between the first and third beams
is changing from desynchronization to anti-phase synchronization.

Fig. 8 shows the effect of the mass detuning parameter on Rx
13. With the exception of hm ¼ �0:3, Rx

13 ¼ 0 for
the majority of values of hm. This means that the coupling between the first and third beams becomes fully
desynchronized for changes in the mass of the beams. Comparing Figs. 7 and 8, it becomes evident that, under
the proposed coupling, synchronization of the four coupled beams is more sensitive to changes in the mass of
the beams compared to changes in the fluid–structure interaction.
7. Conclusions

Synchronization of four coupled elastic beams has been numerically computed. The simulations show that
for values of the coupling constant near zero the motions of the beam tips, and therefore the motions of the
entire beam, are very complex and exhibit multiple frequencies and amplitudes. As the coupling constant is
increased the motion becomes more regular and finally exhibits a single frequency and amplitude.
Synchronization among beams, which is quantified through correlation coefficients, is enhanced as the
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coupling constant is increased. Sometimes time and space correlation coefficients are not in agreement, which
can be explained by the elastic nature of the beams. Finally, the synchronized behavior of the coupled system
shows more robustness to changes in the fluid–structure interaction than to changes in the mass of the beams.
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